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SITUATION, DOMAIN, AND COHERENCE:  TOWARD A PRAGMATIC 
PSYCHOLOGY OF UNDERSTANDING 

INTRODUCTION 

This report reviews theoretical perspectives about how people use and understand 
information and how that understanding serves as the basis for decisions and actions. This is 
particularly relevant to an information production domain such as military intelligence (MI), 
where information goes into the system and information returns. Digitization across the 
battlefield is expected to increase the information explosion, making it imperative that analysts 
identify critical information and enhance their ability to assign meaning in a useful and timely 

way. How does the intelligence analyst assign meaning that serves some particular purpose or 
goal? What accounts for individual differences in how this meaning is assigned? 

Although this report is motivated by the needs of the Army intelligence community, 
these questions are far reaching and very pertinent to the information age. More and more 
decision making is operating within information production domains where people have access to 
greater volumes and sources of information. To act efficiently and effectively, people must be 
able to determine what information is important and what it means. Designing technology to 
assist people will require understanding the way in which people need to use and interact with 
the content of information. 

MAINSTREAM COGNITIVE PSYCHOLOGY 

Within cognitive psychology, influenced by a computational information-processing 
metaphor, there are two approaches one can take in examining how people interact with 
information and respond. One approach is to look at the interaction from the perspective of 
thinking, that is, reasoning, problem solving, and decision making; the other is to see it from the 
perspective of language comprehension. 

Work in language comprehension provides useful insight into how people interpret 
messages, particularly within the field of discourse comprehension. However, most research 
concerns verbal and textual materials and particularly within psycholinguistics, is often concerned 
with information processing. Also, it is rarely concerned with the objective people have in 
comprehending nor with the specific domains in which the comprehension is situated. 



Work in thinking is more concerned with people's objectives since it is usually assumed 
that one has a purpose that is directing the thinking. It is also more likely to take some account 
of specific domains, particularly in studies of expertise. The lines between the sub-disciplines of 
reasoning, decision making, and problem solving are blurred. We will use "problem solving" as 
the broadest and most inclusive term. Information production can be viewed as a type of 
problem domain. The problem is to determine, given the information you have and your 
knowledge, what information needs to be produced to meet some goal. 

We begin by looking at how cognitive psychology has defined and explored problem 

solving to see whether this is a useful way to account for information production. Although this 
review invokes historical roots, it is not exhaustive. The focus is on the current state of the field 

and the usefulness of current theoretical perspectives for the issues raised. We follow this by 
raising one of the major shortcomings of mainstream cognitive psychology, a lack of situated 
pragmatics. We are concerned with the impact of this shortcoming (and some others) on 
cognitive approaches in two areas: modeling how people understand information content and 
designing technological aids for understanding information. We address these shortcomings by 
reviewing related work within social cognition and some related applied fields. These are fields 
where cognitive psychology has been influential but where there is a greater concern with 
pragmatics. Finally, we will propose a new framework for thinking about the information 
production that we have developed for MI and show how it attempts to satisfy the concerns 
raised. 

COGNITIVE PERSPECTIVES ON PROBLEM SOLVING 

Complex problem solving and language are viewed as highly specialized human uses of 
general cognitive abilities and resources such as perception, attention, working memory, and 
knowledge retrieval. Cognitive psychology, like the older gestalt tradition, takes a top-down 
approach to problem solving. This is in contrast to the more bottom-up approach of the 
behaviorist-associationist traditions. The key assumption for cognitive psychology is that 
perception and memory involve the construction and retrieval of representations. By this view, 
thinking is then the active restructuring of these representations or knowledge to create new 
knowledge, usually to achieve a particular goal (Glass & Holyoak, 1986). 

A problem is usually defined as a situation in which the current state of affairs fails to 
match one's current goal (Glass & Holyoak, 1986; Holyoak, 1990; Martindale, 1991; Matlin, 
1994). This definition of problemcan be interpreted quite broadly and sometimes has been. For 



example, Van Lehn (1989) suggested that "virtually any human activity can be viewed as the 
solving of a problem." Martindale (1991) commented, "Technically, even getting out of bed 
involves problem solving. Because you know perfectly well how to solve this problem, the 
difficulty has to do with motivation." However, most researchers limit the definition to 

situations that involve both focused mental activity (Lesgold, 1988) and a goal that is 
unattainable without changing the current state. 

Heuristic Search 

Most cognitive approaches to studying problem solving are based on the general 
framework developed by Newell and Simon (1972). This model characterizes problem solving as 

a search through a space of possible solutions (i.e., possible and legal transformations of the 
representation of the current situation into the desired goal situation) (Holyoak, 1990). Problem 
solving involves several steps. First, the problem representation must be adequately constructed, 
including representations of the goal, objects that can be transformed or manipulated, possible 
operations or actions, obstacles, and constraints on possible actions. Next, these represented 
elements must be combined and related so that the result produces a solution. This 
representation is a plan or simulation of action in the world. Finally, the plan must be executed. 
The plan is the procedural path through the solution space that results from the search. A 
solution is the sequence of operations that transforms the current state into the goal state. 

Difficulties may occur at any of the three broadly defined steps above. First, if one 
misrepresents the elements of the problem, one may fail to solve the problem. This can be 
attributable to failure to use a needed object, failure to account for a serious obstacle, or even 
failure to represent an appropriate goal. Second, one can represent the problem well but then fail 
to identify the key relationships that allow you to know how to form the plan. Third, of course, 
the plan can simply fail when you try it. 

One major difficulty is that many problems have a potential solution space that is much 
too large for any human to do an exhaustive search. In chess, for example, a problem for which 
all components can be clearly represented, you know what the goal is, what different objects are 
used, what operations you can use, and what your constraints are. The problem is that the 
solution space is very large with very many paths that may or may not lead to the goal. Clearly, 
skillful chess-playing humans do not play chess by a brute force search of this solution space 
(De Groot, 1965), though some computer programs do. What is it, then, that people do? 



Within Newell and Simon's framework, it is assumed that what the human problem solver 
does is engage in heuristic search. That is, a rule is generated to guide a hopefully smart but not 
exhaustive search of the solution space. These are sometimes called "weak" methods because 
they do not guarantee that you will reach a solution. Much of the research in problem solving 
within cognitive psychology has focused on these weak methods that people use in attacking 
unfamiliar problems. Four such methods have been systematically identified from human 
problem solving protocols and have received the greatest attention (Newell & Simon, 1972): 
generate and test, working forward, working backward, and means-end analysis. 

"Generate and test" is the least focused strategy. The person simply proceeds in a 

systematic fashion trying each possible action. Then they reevaluate the problem to see if they 

are closer to the goal. Such a crude strategy is little different from brute force search, except 

when there are few options and there is some systematic way to ensure that each option is tried 
only once. Thus, generate and test is not a useful strategy for writing a novel, but it can be 
adequate if you are trying to decide which desk drawer your paper clips are in. Lacking adequate 
knowledge, it may be the only strategy you can use. 

Working forward and working backward are related, but different strategies. When 
working forward, one considers the actions possible, selects the best one, and observes what 
happens. The cycle is then repeated, accounting for any changes that have occurred. Working 
backward involves decomposing the problem from the goal state to determine what solution path 
leads to that goal. That is, you are tracing back from the goal to find the logical sequence that 
leads to your current state. Which strategy you use will be determined by whether the initial 
situation or the end state presents the fewest options. For example, consider a complex wooden 
puzzle. It is probably easier to determine how to put it together by starting with the completed 
puzzle and taking it apart, rather than trying to decide how the individual pieces should be put 
together. 

One of the most important strategies is means-end analysis (Greeno & Simon, 1988; 
Holyoak, 1990; Newell & Simon, 1972). It is a mixture of working forward and backward, but 
the emphasis is different. In means-end analysis, you compare the current state to the goal state 
and identify differences between the two. You then identify an operator or action that will 
reduce one of those differences. If an operator cannot be applied, you create a sub-goal of 
changing the situation so the operator can be applied and apply means-end analysis to this new 
sub-goal. The key to means-end analysis is that it allows you to decompose any problem into 
smaller, hierarchically nested sub-problems (many of which you may know how to solve). You 



then reduce differences between the current state and each sub-goal. Because the sub-goals are 
nested, solving a sub-goal may make it much easier to solve the more complex higher level goal. 
Also, by breaking the problem into linked sub-goals, less demand is made upon the human's 
working memory limitations. 

Another area of study concerns blocks to problem solving. A "block" may occur from 
having too large a search space. More often, they result from the problem solver being too fixed 
or inflexible in his or her representation of the problem. The two most famous examples are 
mental set and functional fixedness. Mental set involves trying to apply a strategy from a 
previous problem to new problems when other solutions might be more effective or when the 
strategy is no longer appropriate. Functional fixedness involves failing to consider a potential 
solution because of a failure to realize that an object can be used in a non-conventional way. This 
would be like someone who intends to bend a nail, spending a long time looking for a hammer 
when he or she has a lug wrench in hand. In the problem representation terms we used before, 
the person has failed to represent the wrench as "heavy tool that can bend nails." 

Attempts to develop computer programs to solve problems have led to a conscious, 
serial, symbolic rule-based architecture, called a production system (Anderson, 1983). 
Production systems fit the search framework of Newell and Simon (1972) and have been used to 
model such heuristic problem solving (Greeno & Simon, 1988; Anderson, 1983). A production 
system involves knowledge being encoded as a series of pattern-action rules called productions. 
Whenever the appropriate pattern or condition or antecedent is satisfied, the rule applies a 
particular procedure (either a mental or a physical operation). Thus, the knowledge pertaining to 
stopping at a red light could be represented by the simple production: 

IF light is red, THEN press foot on brake. 

More complicated tasks might be represented by a series of productions as 

IF goal is to eat AND you are hungry, 
THEN search kitchen for food. 

IF no food in kitchen, 
THEN make "get food" current goal. 

IF current goal is "get food," 
THEN drive to store. 

Notice that even in this small set, a nesting is already apparent. You can easily represent 
how a problem is broken into sub-goals. Presumably, when you begin a task, all rules that 
partially match a pattern or condition fire but are strictly sequenced based on a hierarchical 



scheme in which the goal takes precedence. The orders of precedence will dictate that, if the top- 
level goal cannot be met, a lower precedence rule can operate to achieve some sub-goal that will 
further satisfy the goal condition(s). If you need to drive to the store, but you do not have a car, 
you would fire a rule that can accomplish the sub-goal of obtaining a car. 

Production systems as knowledge representation are attractive for several reasons. First, 
they resemble the stimulus-response framework that psychologists are already familiar with. It 
is a small leap from physical state-physical operation contingencies to perceptual state-mental 

operation contingencies. We also know that contingencies can be learned, and we understand 

how such learning looks. Such learning functions can further lead to adaptiveness in novel 

situations. Reorganization, nesting, and reprioritization can be used to model the development of 

expertise. 

Production systems are useful for programming a procedural search model of thinking 
such as Newell and Simon's General Problem Solver (GPS). However, it suffers from the 
limitations of the problem solving approach that it mimics. It is easy to identify productions for 
a clearly defined problem and show how that knowledge could be acquired, but what about 
problems with less clear representations. Can a production system negotiate for peace? 

Domain-Situated Problems and Expertise 

Most of the work just cited was generated around knowledge-lean tasks (Van Lehn, 1989) 
such as difficult word problems and puzzles. These problems require very little knowledge. 
Usually, the knowledge presented in the instructions is sufficient to reach (or stumble upon) a 
satisfactory solution. Another way to characterize these types of problems is to call them 
"domain free"; they are not situated in a specific domain where domain knowledge might come 
into play. Simon and others were well aware of the over-simplification involved here and later 
rejected a model based on this approach as an adequately generalizable model of human problem 
solving (Matlin, 1994). Nonetheless, useful information has been gleaned from this work, some 
of it relevant to more realistic, ecological problems. The main focus of research into knowledge- 
rich or domain-situated problems has been the study of expertise. What are the factors that 
distinguish novices from experts? The amount of experience they have with the domain is 
different, but is that it? The old joke is that the way you get to Carnegie Hall is "practice, 
practice, practice." What is it that the expert acquires from all this practice or experience? In 
fact, a large variety of important differences have been identified. Three areas are most 
important: cognition, the interaction of perception and knowledge, and metacognition. 



The cognition of experts is more effective than that of novices, but they are not more 
intelligent in any generic sense (no strong positive correlation between expertise in a domain and 
IQ). If you compare performance in domain-situated problems between experts in that domain 
and experts from another domain, the other domain experts behave just like novices (Voss & 
Post, 1988). General cognitive abilities in experts are not better developed than in novices, other 
factors being equal. Rather, it is the case that their cognitive skills within their own domain are 
more efficient. The classic example of this comes from De Groot's (1965) study of expert versus 
novice chess players. De Groot showed that chess experts were superior at retrieving actual 
middle game chess configurations but were no better than novices at retrieving random (i.e., non- 
meaningful) chess configurations. 

Experts also show differences in the way that they perceive and represent problems and 
the way that their knowledge interacts with their representations (Matlin, 1994). One obvious 
aspect of this is that experts have more knowledge about the problem domain. This allows them 
to draw upon richer relations between concepts in the domain. In addition, experts have much 
better developed domain-knowledge Schemas to structure the problem in a more useful way 
(Holyoak, 1990). These Schemas allow them to reduce memory requirements by allowing 
information to be meaningfully chunked (as in the De Groot chess studies). Since these Schemas 
are based on abstracting deep structure characteristics, experts can more quickly and efficiently 
recognize what is important about a problem or find a meaningful analog. However, on the flip 
side, experts are more flexible in their use of Schemas (Lesgold, 1988). They are much better at 
tolerating and accommodating exceptions and deviations from their Schemas. In addition, experts 
simply spend much more time elaborating the initial problem representation. 

Finally, experts are much better at monitoring the progress of their problem solving, of 
accurately estimating the difficulty of the problem, estimating how long the problem may take, 
and at knowing when they have made an error. 

Representation and Restructuring 

Much of the discussion so far assumes that the problem (and its solution) can, in fact, be 
well represented. However, the kinds of problems humans encounter in real life and thus the 
most interesting, are those that are ill defined. These are problems in which one or more of the 
elements needed for a solution are not clear and cannot be represented. Consider writing a novel 
or determining enemy course of action (ENCOA). Although you know the goal in some abstract 



sense, it is not clear what that end state will be like. In this case, your solution space is being 

constructed as you solve the problem. 

Many times, the difficulty with ill-defined problems is not that the solution space is too 

big, although in the abstract it may be. Rather, it is that we fail to find any solution at all until we 

look at the problem in a whole new way. The notion of insight problems was developed by the 
early Gestalt psychologists. These are problems in which the parts of the problem seem 
unrelated. While people may attempt to search for solutions, these searches are rarely even close 
to successful. What seems to happen when people solve insight problems is that the solution 
just suddenly appears via a sudden shift in perception from the unrelated parts to a whole where 

it is clear how the parts are related (for some empirical evidence for this intuition, see Metcalfe & 

Wiebe, 1987). This can be considered as a type of problem solving block where you are viewing 
the problem in a fixed and non-useful way. It is usually a shift in your perception of the problem 
that frees you from the block. What seems to be clear about restructuring and insight is that a 
problem that requires restructuring is one for which the solver cannot predict the solution, even 
while solving it, and the solver is usually surprised by the solution (Metcalfe, 1986). Further, 
trying to verbalize or think out loud about the problem seems to actually interfere with reaching a 
solution (Schooler, Ohlsson, & Brooks, 1993). 

One area where restructuring has been extensively studied is in the use of analogies in 
solving problems. If you can identify similarities between a problem you are trying to solve and 
a previous problem, you can restructure the new problem to highlight these similarities. You can 
then map the previous solution to the new problem. Two important findings have emerged from 
examining the use of analogies in problem solving. First, analogical transfer is difficult to reliably 
demonstrate, with subjects sometimes failing to notice the usefulness of an analogue even if the 
two similar problems are presented in quick succession (Cummins, 1992; Holy oak, 1990). 
Second, when it occurs, what has transferred is an abstraction of deep structural similarities in the 
problems, and the new problem must provide explicit cues for that abstract structure. 

What is most important in insight problems and other ill-defined problems is that they are 
solved by restructuring the problem representation, not by brute force search and stumbling upon 
an answer. This restructuring involves implicit, possibly parallel processing below the level of 
awareness. In addition, people (e.g., experts) who spend much on elaborating their problem 
representations and are flexible in their use of those representations seem less susceptible to 
problem blocks (Holyoak, 1990). 

10 



Attempts to model ill-defined problem solving in computer programs has led to implicit, 
parallel, sub-symbolic activation architectures sometimes called connectionist networks 
(Holyoak, 1990; Martindale, 1991; Rumelhart, 1989; Smolensky, 1988). Connectionist 
approaches model thinking as changing weights in an activation network that converges, in 
parallel, on a particular representation. The analogy is to parallel activation in perception 
(Holyoak, 1990). As you view an apple, for instance, parallel analyzers in the brain are 
responding to basic features such as roundness, redness, hardness, size, and so forth. Certain 
other concepts may become activated by the features they share with apple (e.g., cherries). 
When activation settles, that combination of features should converge on a representation of 
apple. While the leap from perception (in which we have a richer grasp of brain mechanisms) to 
thinking is a large one, it is reasonable. However, you have to assume constraints on the network 
since the number and degree of overlap on possible interpretations is so much greater (Holyoak & 
Thagard, 1989). This architecture reflects problem solving, not as serial search in which sub- 
goals are solved sequentially but as parallel cycles of activation and inhibition. Complex 
interactions between sub-goals are weighed to find the best fit solution, given conflicting 
constraints, represented as a stable global pattern of activation over a network. This is 
sometimes called "soft constraint satisfaction" since each constraint influences the behavior of 
the network, but they are not inviolate as a rule would be (Holyoak & Spellman, 1993). 

There are two main limitations to representing human thinking with connectionist 
architectures. First, purely bottom-up approaches to higher cognition create a combinatorial 
explosion that defies human cognitive capacity limitations. Second, connectionist architectures 
have difficulty representing any relation richer than single place predicates and Boolean logic 
(Holyoak, 1990). Nonetheless, there are distinct advantages to soft constraint satisfaction for ill- 
defined, perceptually noisy, or ambiguous problems. In addition, because both representations 
and control are distributed over the simple units (like abstract neurons) (Rumelhart, 1989), there 
is no need for a central executive function for decision and control (e.g., deciding which 
production rule has priority). Such functions seem uncomfortably close to postulations of a 
homunculus in the head whose cognition also needs to be explained. 

More recent approaches have used architectures combining both symbolic and 
connectionist assumptions. Soft constraint satisfaction is performed in a network but over units 
that are more local and symbolic, thus having relational structure. One example is the Analogical 
Constraint Mapping Engine (ACME) (Holyoak & Thagard, 1989; Holyoak & Spellman, 1993) 
used to perform analogical mapping (i.e., to map a novel situation to features of a previous 
situation in memory in order to create a similar structure for understanding the present situation). 

11 



ACME applies a set of abstract constraints on a network of symbolic, predicate-calculus-style 
representations. It then performs parallel constraint satisfaction to settle the network to reflect 
confidence in possible mappings. Another example is Kintsch's (1988) construction-integration 

model of text comprehension. The model was motivated in part by difficulties presented to 
modeling text comprehension by ambiguities. Top-down symbolic approaches were too 
inflexible and given to errors that were not representative of human performance, but bottom-up 
approaches created the above-mentioned combinatorial explosion. Kintsch's approach was to 
model the process as parallel, bottom-up activation of memory concepts, and propositions by 

words and phrasal structure with limited spreading activation to close associates. Additional 
propositions are then activated via inference rules. Finally, the model applies soft constraint 

satisfaction to the network with an interpretation of some small portion of text represented in the 

stable and settled network. The process then is reiterated for the next portion of text. Certain 

units that are still active after the network has settled are used in the next portion (for a 
conceptual theory of comprehension that is quite compatible with this architecture, see 
Gernsbacher, 1990). 

Whereas production systems correspond to symbolic search models, connectionist 
models correspond to the associationist learning theory that the cognitive revolution sought to 
supplant. These behaviorist frameworks view problem solving as learning—the acquisition, 
through experiential contingencies with the environment, of a set of behaviors that produce an 
adaptive response that changes the environment. Certainly, an important step in solving a 
problem is to "learn" how to solve that problem. This learning may also generalize to other 
sufficiently similar problems. In addition, different problems that share common sub-goals (the 
behaviorist would say sub-components) can take advantage of behavioral chaining to benefit from 
previous learning (the common behavioral explanation for purported "insight learning"). Even 
symbolic approaches talk about processes such as "proceduralization," which can be 
paraphrased as "practice increasing the speed and reliability with which a particular stimulus 
patten elicits a particular set of responses," although for the cognitivists, these "responses" can 
be mental operations. Clearly, one of the key differences between experts and novices is that 
experts have learned more about solving the problems in their domain. 

However, this approach fails to handle some important aspects of skilled problem solving 
well, in particular, the use of knowledge and the structural aspects inherent in the organization of 
that knowledge. Because the behaviorist tradition views learning as the acquisition of S-R 
contingencies, knowledge becomes trivialized as simply the storage and triggering of the 
associations. Just as true connectionist architectures have difficulty representing relations, this 

12 



framework has trouble accounting for the expert's flexibility in his or her use of knowledge to 
restructure a problem as presented. 

Another, older framework that has an affinity with connectionist approaches is the 
Gestalt approach. This approach views problem solving, such as perception, to involve parallel, 
unconscious restructuring of knowledge. This can result in a particular stimulus configuration 
appearing one way and then very suddenly, without awareness of the steps that caused the 

change (hence, "insight"), appearing in a very different configuration. As cited, there is empirical 
support for such unconscious operations in problem solving, and they are clearly important. The 
framework has generally been considered too vague to give an account of the conscious aspects of 
planning and problem solving or the strategic use of knowledge. On the other hand, symbolic 

approaches have been used to accommodate many of the findings associated with the Gestalt 
notion of "insight" (Kaplan & Simon, 1990). 

There has been a movement toward hybrid architectures (combining symbolic and 
connectionist approaches) as well as movement toward explaining cognition as involving both 
symbolic and connectionist computations. These approaches combine both conscious, serial, 
symbolic mental operations with more Gestalt-like parallel, unconscious, activation processes 
that can influence ongoing conscious processing. One example is Kintsch's (1988) 
comprehension model, already mentioned. While still in their early stages, these hybrid 
theoretical frameworks offer a greater possibility of capturing the richness and flexibility of 
human cognition abilities such as problem solving. 

MILITARY INTELLIGENCE AS PROBLEM SOLVING 

Military intelligence can be considered an information production domain in the sense that 
information (signals, reports, commander's intent) serves as input, and information (estimates, 
recommendations, requests) are output. That is, information content is both the raw material and 
the product. Further, since military operations are strongly goal driven, intelligence production in 
an operational context is a good example of problem solving (or reasoning, or decision making) in 
a domain. Is it useful to think of MI this way? Are the current theoretical frameworks 
previously outlined, adequate for describing what is important about what the MI officer or MI 
staff needs to do? If not, what is missing? 
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What is the Problem in MI? 

In MI operational contexts, the overall operational goal and even tactical goal may be 
clear, but important sub-goals for the MI staff may not be. The MI problem is to receive 
incoming information, sort and interpret it in light of operational goals and commander's intent. 
This could be represented, for instance, as a complex means-end analysis (this is only one 
possibility). That is, suppose the goal is to produce conclusions concerning enemy activity. The 
operational goal is the top-level goal. The enemy activity must be represented in order to 
understand its impact on reaching the top-level goal. Now the intelligence staff makes some 

conclusions to move the present situation closer to the top-level goal, which may involve a 

conclusion about the enemy activity. The problem may be easy to solve. For example, the 

expert recognizes the problem that the enemy activity presents and may retrieve an appropriate 

schema to guide their response. The problem may also be difficult and the MI staff may have to 
restructure the information before they can resolve what the enemy objective is. The problem- 
solving frameworks we have discussed are general enough to fit into any domain, this one 
included. 

While the MI staff has a set of goals leading to satisfying requests for information, would 
it be appropriate to think of them as searching a space of possible plans to satisfy that request? 
How would the elements of this solution space look? It is more likely they are "searching" for a 
consistent representation or map of the various sources of information upon which their 
satisfaction of this request depends. This can be viewed as a type of problem solving, but it is a 
sub-type that may be unique to information production domains. This type of "problem" is 
called comprehension. 

A comprehension task, such as reading, involves encoding information for more than 
ensuring retrieval or understanding the meaning of the symbols (words). Rather, the purpose is 
to embellish and enrich the text by constructing relations to what you already know. This results 
in understanding not only what the text states but what it implies about the world that text 
represents. This could be described as a "search" for understanding, but it would be a very 
different sense of search. Someone does not search a space of alternate interpretations, but 
rather, information and knowledge mutually constrain interpretation until a particular 
interpretation is reached, similar to Kintsch's (1988) comprehension model. 

Thus, in many respects, what MI does can be better termed "situation understanding" 
rather than problem solving, an area that has not been given as much attention within cognitive 
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psychology. According to Greeno (1977), situation understanding (he used the term problem 
understanding) requires three conditions to achieve a useful internal representation, which is the 
goal of understanding. First, the representation should be coherent, in which coherence is 
achieved when the pattern is connected so that all the parts make sense. Second, there should be 
a close correspondence between the constructed representation and what is being understood. 
That is, although this is a constructionist framework, there needs to be a correspondence between 
the representation and the world. Finally, the representation must be well connected or related to 
background knowledge. These three requirements are achieved by skillful representation via the 
fitting of new information with other information and what you already know. 

Information has meaning that is ascribed by a comprehender on the basis of symbolic or 
interpretive conventions or the idiosyncratic experience of the individual. Much of the meaning 
in the MI domain is domain defined and context imposed. However, when the information is 
understood, it has become coherent. This colors the meaning, based on relationships and 
interactions between that information, other pieces of information, and one's knowledge. 
Coherence relative to an objective within a domain reduces the degrees of freedom in 
interpretation. This is analogous to the way soft constraint satisfaction produces a globally 
stable network of relations. 

Focusing on "situation understanding" rather than "problem solving" moves the emphasis 
to a coherent representation of the situation rather than on searching for solutions. It is in 
representing the situation that the largest differences are observed between novices and experts. 
In fact, in a domain, there is probably little need to search for a solution. Once you understand a 
situation, there is usually a well-established course of action. That is not to say that the course 
of action will not be idiosyncratic, since it may be well established by experience rather than 
doctrine. If the understanding fails to meet one or more of Greeno's requirements, the course of 
action will be less clear or may be inappropriate. 

PRAGMATICS AND SOCIAL COGNITION 

A Pragmatic Psychology of Understanding 

Note from the previous discussion that understanding involves two kinds of 
"connections" beyond simple retrieval of meaning. Coherence has to do with connecting new 
information with what you know so that it will make sense. This implies a strong influence of 
experience in the coherence-making process. Since some of a person's past perceptions and 
experiences are idiosyncratic, some aspects of their understanding will be idiosyncratic. The 
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second connection is to the real world as it exists now, the situated context along with the 
person's operational goal(s). Because the person is interacting with the world and because the 
goal of understanding is to enable him or her to act within and upon the situated context (even if 
the action is to produce information), this aspect of understanding is very pragmatic. 

The term "pragmatics" is used in linguistics to refer to the study of meaning in context. 
Although this is appropriate, we are reaching farther back to two sources for our use of the term. 
The first is William James' (1907) pragmatic theory of meaning that stipulates that concepts are 
defined in terms of their use in experience. The second source is semiotic theory (Morris, 1955). 

Here, pragmatic relationships represent the relationships between signs and their users. Both 

ideas indicate that meaning is based on what your experience has been and what you are trying to 

do in the world. Paradoxically, this makes meaning both well regulated within a domain and 
operational context and idiosyncratic between individuals. 

Cognitive psychology has often had a tendency to study cognition in the absence of 
actual domains and contexts, an influence of the cognitive revolution's computational roots. 
Because of this, its methods and theoretical frameworks have missed both ends of the paradox. 
However, other sub-fields within psychology, particularly those with an inherently applied 
agenda, have more actively pursued the pragmatic aspects of perception, cognition, and thinking. 

Probably no area in psychology has developed the pragmatic tradition so richly as social 
cognition (Bruner, 1990; Fiske, 1993). One reason is that they view cognition in terms of the 
social group and interactions within the group rather than viewing cognition within an individual, 
outside a pragmatic context. More recently, some of these ideas have begun to flow back from 
social psychology to cognitive psychology as interest in domain-specific knowledge and real- 
world contexts has increased (Bruner, 1990; Harre & Gillett, 1994; Levine, Resnick, & Higgins, 
1993). 

The pragmatic perspective within social cognition (Fiske, 1992; 1993) is a constructionist 
perspective, as is the mainstream of cognitive psychology. Much of constructionist cognitive 
psychology, operating outside realistic domains, concerns itself with explaining human "errors" 
in reasoning (e.g., one misperceives the problem, one's heuristics bias one's judgments, etc.). In 
contrast, social cognition has viewed interpretation and meaning as being attuned to the pragmatic 
social context. Thus, accuracy of the response is not determined relative to an ideal or a 
statistical or probabilistic norm but rather relative to a "good enough" standard, given a goal. 
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According to Fiske, people are good enough perceivers. They will believe what 
satisfactorily fits the data and is goal relevant. Performance is accurate if it is useful and 
adaptive. Notice that Fiske's notion of "good enough" perception has affinity with Greeno's 
ideas of requirements for problem understanding. Perception can be "good enough" probably 
only if Greeno's requirements are met. 

According to social cognition theory, people make meaning by abstracting essential 
structures of the situation or experience and then substituting these as "good enough" versions of 

the original. This idea is compatible with our earlier discussion of expertise and the use of 
Schemas. Like an MI staff assessing a situation via incoming information, a person in a new 
social context relies on Schemas, traits, stereotypes, and other abstracted structures to quickly 
assess the situation in order to know how to respond. Fiske (1993) talks about one structure in 
particular that is important for understanding the situation-narrative. Bruner (1990) suggests 
that narratives are important for linking the unexpected to the known by using human intent as a 
context for explanation. Thus, narrative cognitive processes establish coherence by embellishing 
relations between novel information and the perceiver's knowledge. 

Influences of Pragmatics and Social Cognition 

Finally, the pragmatic tradition within social cognition stipulates that thinking is for 
doing. Therefore, in studying perception and cognition, one must consider the perceiver's goals 
and motivations. 

These pragmatic views of human cognition are emerging wherever questions need to be 
addressed directly within a domain, in applied settings, or via naturalistic observation. In 
cultural psychology and anthropological psychology, recent views suggest that to understand 
people, one needs to understand what motivates them. This means one needs to understand their 
goals and the overall interpretive system that constructs and interrelates those goals (D'Andrade, 
1992). One change that seems to emerge from this view is that "culture" is treated much more as 
a domain or a context in which action is situated. That is, culture has psychological relevance for 
imparting motivational force through shared cultural Schemas. 

Recent themes in behavioral decision research (a field greatly influenced by Herbert 
Simon) emphasize that preferences for and beliefs about objects or events of any complexity are 
often constructed in the generation of a response to a judgment or choice task (Payne, Bettman, 
& Johnson, 1992). According to the research cited by Payne et al., preferences are not 
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necessarily generated by consistent and invariant algorithms. Decision makers have a variety of 
methods for identifying preferences. These methods are derived from both experience and 
training. The information and strategies used to construct preferences highly depend on task, 
context, prior knowledge, and individual difference factors. 

Influences of social cognition and anthropology in organizational behavior have led to 
pragmatic concerns with viewing the organization as a context mutually influenced by the 
interactions of groups and individuals. Mowday and Sutton (1993) point out that by not 
considering the organizational context, including individual and group constructions ofthat 

context, very little progress can be made in accounting for the actual organizational phenomenon 
that organizational behavior purports to study. Instead, studies refine some number of micro- 

theories of limited application in real-world settings (a complaint that too often applies to 
cognitive psychology in general). 

Another applied discipline currently influenced by social cognition is consumer 
psychology, which attempts to assess the impact of message variables on consumer decision 
behavior. Tybout and Artz (1994) identify three important new trends in consumer psychology. 
First, there is a greater emphasis on the consumer's embellishments in his or her understanding of 
information. Second, more attention is being paid to characterizing the rich context in which 
consumer perception and decision making occurs, including the adoption of more naturalistic 

research methods that preserve that rich context. Finally, the view that consumers are analytical 
and rational decision makers has been gradually supplanted by the view that decisions are based 
on heuristics, good enough perceptions, usefulness relative to a goal, and even emotional 
responses. 

Thus, there is a growing Zeitgeist around taking a pragmatic perspective, not only in social 
cognition but in other disciplines as well. To a small extent, this perspective has begun to 
influence thinking in cognitive psychology. The pragmatic perspective is fueled by the need to 
ask and answer questions about real-world situations and contexts and naturalistic settings in 
which interactions are complex and normative assumptions clearly break down. This constitutes 
not just a theoretical shift but a methodological one as well. To the degree that pragmatics are 
related to the domain context in which a person is situated, studying ill-situated word meaning 
and structure will not answer questions about human behavior in the real world. To the degree 
that pragmatic relationships are idiosyncratic, as we previously indicated, comparing group 
means for large numbers of subjects will fail to reveal important aspects of the very phenomena 
we wish to explain and predict. 
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Since our interest in problem solving is to describe and predict how MI understands 
information in a real operational situation, as well as how that understanding influences decisions 
and judgments, such a pragmatic perspective is important for any useful model of problem 

solving. This shifts the emphasis to "good enough" perception, elaboration of the situation 
representation, and what is useful to the problem solver. By thinking of problem solving in an 
information production domain as understanding, coherence moves to the foreground. This 
changes the question from how someone navigates the problem space and what heuristics they 
used (a notoriously difficult question to answer for ill-defined problems) to what their response 
tells us about how they understood the problem. 

A PRAGMATIC COHERENCE FRAMEWORK 

In the following section, we present a framework and approach to address the issue of 
making information coherent. First, because our concern was information production and how 
people make information coherent to accomplish some objective, we needed a means of 
addressing information content more than information processing. Second, because we were 
concerned with pragmatic use of information content, we needed to develop the framework 
around real tasks, situations, objectives, and domains. Third, the framework needed to reflect the 
role of individual idiosyncrasies in situation understanding. 

The framework attempts to characterize how people comprehend and give coherence to 
information in order to accomplish an objective. Because we have developed this framework 
within military intelligence, an information production domain, we will be concentrating on tasks 
in which the response is to produce new information content. We assume that this framework 
can be applied to other domains but must be situated in each domain separately. 

The framework includes the following components: a description of the semiotic content 
of information, a description of the possible content transformations that information can 
undergo as well as the various purposes of those transformations, a description of four types of 
objectives that occur in any domain situation, and finally, a set of four architectures, called 
"paragons," that represent templates that can be overlaid on situations in a domain to make 
information coherent, given an objective. In what follows, we describe each of these components 
in detail and show how the pieces fit together in the overall framework. 
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Semiotic Content 

This framework describes the content of information using a semiotic perspective 
(Morris, 1955). The content of information can be divided into three types of content relations 

(see Table 1). The syntactic are sign-to-sign relations. These are hierarchical or configurational 

relations between objects (primitives or classes), structures, events, states, or measures (e.g., 
"tank" might be an object; three tanks, an object quantified; or part of an independent tank 
regiment). The semantic concerns relations between signs and their meanings. These can be 
conceptual and/or causal dependency relationships between signs. For example, objects and 

certain events (movement of petroleum trucks) may lead to a conclusion that a particular site is a 

possible fuel depot. The pragmatic is concerned with the relationship between signs and the user 

of the signs. 

Table 1 

A Semiotic Description of Information Content 

Type Description Sub-types 

Syntactic 

Semantic 

Pragmatic 

Hierarchical or configuration relationship 

Dependency relationships 

Goal-driven relationships 

Objects 
Events 
Structures 
States 
Measurements 

Conceptual 
Causal 

Conditional (when, where) 
Instrumental (how) 
Consequential (why) 

An example might be a conclusion based on states, event structures, or semantic relations 
about what an enemy is capable of doing. These are relationships that can be described as 
conditional (when and where), instrumental (how), and consequential (why). In operational 
environments, most syntactics and semantics are domain defined. That is, in the example, the 
domain definitions made the conclusion of "fuel depot" the most reasonable interpretation, given 
those objects and events. Pragmatics, on the other hand, being related to the user, are 
idiosyncratic and therefore a source of individual differences. 
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Content Transformations 

Information content can be changed in two ways, which we call semiotic transformations: 

coalescence (changing the content via the fusion or forming of a whole) and analysis (changing the 

content via separating or decomposing information). As shown in Table 2, there are six types of 
each of these two transformations. For each of the six transformation types, we have associated 
two verbs, one for coalescence and one for analysis. These verbs characterize the purpose of the 
transformation. 

Table 2 

Types of Semiotic Transformations 

Purpose of analysis Transformation* Purpose of coalescence 

Parse 

Decompose 

Interpolate 

Elaborate 

Justify 

Rationalize 

syntactic—»syntactic 
syntactic«— syntactic 
syntactic-»semantic 
syntactics-semantic 
syntactic—»pragmatic 
syntactics-pragmatic 
semantic—»semantic 
semantics—semantic 
semantic—»pragmatic 
semantics—pragmatic 
pragmatic—»pragmatic 
pragmatics—pragmatic 

Aggregate 

Interpret 

Project 

Infer 

Synthesize 

Envisage 

♦The direction of the arrow indicates whether content is being put together (—») or taken apart (S—). 
Coalescence refers to transforming content by putting together; analysis refers to transforming content by taking 
apart. 

The six types of semiotic transformations are 

• The transformation of syntactic information to syntactic information. Aggregate 
refers to coalescing lower level syntactic elements into higher level elements such as a structure. 
Parse refers to analyzing higher level structures into their component objects. 

21 



• The transformation of syntactic information to semantic information. Interpret refers 
to coalescing syntactic elements into a meaning or possible meaning. Meaning is generally 
defined by the domain. Decompose refers to decomposing the elements underlying a domain- 
defined meaning. 

• The transformation of syntactic information to pragmatic information. Projecting 
refers to coalescing syntactic elements to compute estimations relevant to a specific objective. 
Interpolation refers to analyzing an estimation to determine the elements that lead to the 
estimation. 

• The transformation of semantic information to semantic information. Infer refers to 

coalescing semantic information into information having different or richer meaning, possibly 

moving from one conceptualization to another. Elaboration refers to analyzing the relationships 

that may have led to a particular conclusion or conceptualization. 

• The transformation of semantic information to pragmatic information. Synthesize 
refers to coalescing semantic information in order to impose the context of the operational 
environment. That is, one is forming a story that can be used to generate hypotheses about the 
current operational situation. Justify refers to analyzing contextually situated information or 
hypotheses to provide empirical support. 

• The transformation of pragmatic information to pragmatic information. Envisage refers 
to coalescing contextually situated information and hypotheses in order to develop predictive 
scenarios regarding the operational situation. Rationalize refers to analyzing predicted scenarios 
for potential consequences. 

Situational Objectives and Coherence 

This framework also describes four objectives that any situation can present. That is, in 
any situation within any domain, there are one of four objectives a person will be trying to 
achieve, based on his or her perception of the characteristics of the situation. The person's 
objective may be appropriate or inappropriate to a particular situation, but that objective will 
always be one of the following four: constructive, diagnostic, reactive, or explanatory. 
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In addition, the framework describes four paragons (see Figures 1 through 4). These 
represent templates that can be imposed on a particular domain situation to provide the most 
efficient means of transforming information to establish coherence relative to a particular 

objective. The figures only capture the general use of information content transformations 
(coalescence and analysis). They must be situated in a domain before one can know the exact 

nature of those transformations (i.e., the purpose of the coalescence or analysis, as outlined 
previously). It is for this reason that we refer to the figures as "templates" that must be imposed 
on a domain situation. 

The term "paragon" is used to refer to the four figures in the sense that these architectures 
are each an idealization. Each represents the most efficient way to disambiguate (screen 
information in the context) and transform information to make information coherent within an 

operational environment. This is not to say that a person faced with a particular situation will 
always impose the ideal template, nor does it mean that coherence cannot be established using a 
different template. However, imposing an inappropriate template will decrease efficiency, 
modify task difficulty, and lead to errors. 

There is the temptation to view the figures as models of human information processing. 
These architectures are more accurately viewed as design tools you would use to help you design 
a machine or control a human to use information for a specific goal. Although, we refer to 
"cognitive structures" and "cognitive processes," these only serve to indicate how information 
needs to be organized and what level of processing is required. For instance, when we show 
comparison or integration, we identify what needs to be done with the information. We are not 
at all concerned with how it is done or what the actual processing might look like. 

Table 3 lists the criterion for selecting the appropriate template for making information 
coherent to meet a particular objective. This table describes the outcome or "consequence" of 
using the template, the source of the "evaluation criteria" for how good an outcome is, the 
"purpose of disambiguation" of the situation, and the range of possible outcomes for each type 
of objective. Thus, the title of each paragon (constructive, diagnostic, reactive, and explanatory) 
refers to a type of objective that is most appropriate when the criteria in Table 3 are met. Once 
the criteria are identified, the most appropriate template can be selected. The template can then 
be used to design a program for directly controlling how a human transforms information most 
efficiently. 
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Table 3 

Criteria for Selecting a Paragon as a Template for Making Information 
Coherent to Meet a Particular Objective 

Constructive Diagnostic Reactive Explanation 

Consequence Task Prediction of Timely Opinion regarding 
completion best choice response the most appro- 

priate action 

Evaluation Established by Established by Established by Must be 
criterion the task history of physical derived 

requirements consequences requirements 

Purpose of To screen for To filter a con- To focus on To search for 
disambiguation specific events strained environ- critical events potentially 

or information ment for the most in a rapidly significant events 
significant unfolding and relationships 
information situation 

Range of Pre-determined Limited by the Limited by the Unbound 
solutions problem response 

The General Architecture 

The figures are "read" from left to right but with the understanding that everything begins 
at and results emerge from the "kaleidoscope," a massively parallel, unconscious "black box" that 
serves as the interface between the situation, prior knowledge (the knowledge library), and 
ongoing conscious processing. Each figure can be viewed as having three horizontal "layers." 

The bottom layer shows how the information is changing in content and form. Thus, all 
circles in the figures represent the current information content, given the situation, knowledge, 
and the results of ongoing transformations. One always begins with the left-most circle 
immediately after disambiguation of a situation. 

The top layer represents the kaleidoscope. It represents a very dynamic, ever-changing 
synthesis of knowledge and new information at different content resolutions. We use the term 
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"kaleidoscope" to capture the idea that, within that dynamism, certain types of information 

content and knowledge will result in particular patterns. 

The middle layer represents the cognitive structures and processes that are acting upon 

information. These are conscious modes of operating on information, but as indicated by the 

dashed double arrows, they emerge from the kaleidoscope. Within the kaleidoscope are the 

products of all ongoing processing, including the current information content. Solid arrows show 

how information content is changing as well as how the person uses cognitive structures and 

operations in establishing coherence. However, the figures do not indicate the fact that, to get a 

usable result, the person or the program may have to perform several cycles of disambiguation 

and transformation. 

Constructive Objectives 

This is probably the most straightforward and common type of situation, although it is 

not to say that constructive objectives (see Figure 1) are always simple. These situations have 

the completion of some physical and/or mental task as their objective, and what constitutes 

completion is predetermined by the task itself. Examples of situations in which constructive 

objectives are appropriate are jigsaw puzzles, template-filling tasks, well-defined procedural 
tasks, and so forth. 

The most efficient way to transform information content to address a constructive 

objective is to start by using the pattern in the kaleidoscope (given the current situation and prior 

knowledge) to disambiguate the situation to screen specific events or information. This results in 

information that is highly syntactic in content, with objects and events related to the end state or 

goal. In the jigsaw puzzle case, this is very clear. The person takes the puzzle out of the box 

and lays out the pieces. He or she begins to look at how those pieces can be used to complete 

the task (the representation of your end state being the picture on the box). In MI, for example, a 

person may be looking at many different messages about enemy activity. The objective is to 

develop a functional analysis ofthat activity by completing a matrix or creating a map overlay. 

Once the important syntactic elements have been disambiguated, he or she begins to coalesce 

those elements to fit them into Schemas (expectations based on knowledge organization). These 

Schemas (or scripts, in a more procedural task) result in coalescing elements into embedded and 

hierarchical structures. The new aggregations are compared to the end state to determine if the 

task is completed. If it is not complete, he or she cycles back through until it is. 
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Diagnostic Objectives 

Diagnostic situations (see Figure 2) are also quite common but more complex. This is a 

situation in which the person needs to discriminate among several possibilities or outcomes. 
Then, based on one's experiential history, predict which will be best for minimizing serious 
consequences. One example is medical diagnosis; another is selecting a horse on which to bet. In 
each case, the person is working with a constrained situation with a few possibilities. He or she 
first looks for specific and important relationships and "simulates" the consequences of those 
relationships to evaluate possible solutions. Finally, the person predicts the best choice, given 
the possible consequences. 

The most efficient way to establish coherence to address a diagnostic objective is to use 

the pattern in the kaleidoscope to disambiguate the situation. The constrained environment is 
filtered for the most significant information. This will result in the current information content 
having both syntactic and semantic relationships. These elements and relationships are then 
coalesced in order to use Schemas. These Schemas guide and further coalesce the information into 
a semantic network. The semantic network provides a richer understanding of the important 
dependencies in the situation. They are analyzed and matched to both current knowledge and the 

situation to be sure that the important dependencies have been considered. Keep in mind that a 
person may need to repeat this cycle several times before the information captures the important 
dependencies sufficiently to continue. The next step is to coalesce these relationships to build 
actual instances that can be coalesced and fed into a stored mental model or simulation of the 
situation. The results of this simulation are analyzed to determine the solution that the current 
simulation suggests. This cycle will be repeated at least once more. These solutions are 
analyzed, based on the consequences of each in the mental model. The eventual result is a 
prediction of a best choice, given an experiential history of consequences. 

This is a situation whose objective is highly pragmatic, since it is concerned with 
consequences. For that reason, any situation that requires a choice may need to use the 
diagnostic template. 

Reactive Objectives 

Superficially, the paragon (see Figure 3) appears very similar to the paragon for 
constructive situations, but reactive situations are very different from constructive ones. In fact, 
reactive situations are unique. A person must produce a timely response to a rapidly unfolding 
situation in which the consequences of a response are immediate. Reactive situations can be 
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thought of as time-driven "emergencies" within any operational environment. Examples of 
situations when reactive objectives are appropriate include ballistic missile defense threat 
tracking, using a ground-based interception system, targeting in a fighter attack aircraft, and 
having an accident happen ahead of you on the highway. 

Because of the nature of reactive situations, the paragon in Figure 3 represents not only 
the efficient way to transform information, but possibly, the only way. The pattern in the 
kaleidoscope is used to disambiguate the rapidly unfolding situation to focus on critical events. 
These events are embedded within a predefined information configuration. These events are then 
coalesced into a mental map or "snapshot" of the kaleidoscope representing the relationships 
(particularly physical or configurational relations) of those events within the unfolding situation. 
Because of the real-time aspects of a reactive objective, a person may repeat this cycle a few 
times, coalescing different mental maps at different points in time. The physical relations in the 
mental map(s) is(are) then coalesced to produce estimations of physical change at some future 
point in time. These estimations are analyzed to match them to a normative projection of events. 
This can produce a response, or the person can repeat the cycle (this is probably a very rapid 
cycle) and then make a response, or he or she can keep repeating the cycle and make a series of 
reactive responses in time. 

Explanatory Objectives 

An explanatory situation (see Figure 4) is one in which a person needs to comprehend the 
situation and define the objective. That is, he or she has a situation or environment not yet 
understood. Hence, he or she goes fishing for possible important and relevant information. This 
permits a person to generate a story that best covers the events and relations that are found. The 
story allows the person to understand, assuming the explanation is correct, what objective needs 
to be met. Notice that the "correctness" of the story is an assumption. The explanation is based 
on the person's experience and on his or her perceptions of how that information will be used. 
Because of this, there will be the largest individual differences with explanatory objectives. 
Examples of situations when explanatory objectives are appropriate include predicting ENCOA, 
anti-submarine warfare (ASW), and observing someone's very bizarre behavior and deciding what 
you need to do about it. 

The most efficient way to transform information for an explanatory situation is to use the 
pattern in the kaleidoscope to disambiguate the situation by searching for potentially significant 
events and relationships. The result is a very idiosyncratic sample of information. This is 
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because "potentially significant" means significant to the user, based on his or her knowledge, 
experience, and perceptions. This idiosyncratic sample of information (the content of which will 
tend to be more syntactic and semantic) is then coalesced into what we are calling a "working 
map." Whereas a mental map is thought of as a snapshot in time of the patterns in the 
kaleidoscope, a working map is a snapshot of the initial links formed between the events and 
relationships in this idiosyncratic sample. The map is then analyzed to extract potentially 
important hierarchical and semantic relations. Based on these structures and semantic net(s), the 
information is analyzed and integrated. Inappropriate relations are pruned and conclusions made 
to build relations and modify the strength or richness of existing relations. Again, this cycle may 

be repeated with new information and successive working maps feeding into an ongoing 

integration process. You can think of the integration process as constructing a narrative to 

explain the situation. You also can view the working map and integration together as a "working 
model" in the sense that the narrative is like a rough draft of a potential mental model. In fact, 
this is how we create our stored mental models. 

The result of this part of the explanatory paragon is comprehension or understanding of 
the situation. You still need to give information coherence relative to an objective and in light of 
your explanation. To do this most efficiently, the person needs to impose the diagnostic paragon 
as a template for transforming information. However, he or she also may need to impose the 

constructive paragon as a template first. The purpose of this would be to gather more basic 
syntactics from the situation. The imposition of these paragons is considered to be part of the 
explanatory paragon because the person is working from and attempting to verify an 
idiosyncratic explanation of events. The result is not a prediction of the best choice (as in the 
diagnostic paragon) but an opinion (again, idiosyncratic) regarding the most appropriate action, 
given the situation as the person understands it. 

PRAGMATICS AND COHERENCE: USE VERSUS PROCESSING 

In the previous section, we outlined a framework for characterizing the ways in which 
information content is transformed to make it more coherent. The objective and the operational 
situation determines what makes sense. Looking at meaning without situating it with a domain 
purpose may tell you something about "memory processes," but it is unlikely that it will tell you 
much about how people make and use meaning. Because the framework concerns "use" in real- 
world situations, we call it "pragmatic." 
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In addition, since "use" involves a conditional, instrumental, or consequential relationship 
between the user and the real world, based on experience, this framework is forced to take 
seriously the role of individual differences. For instance, the explanatory paragon tells you that a 
person needs to start with an idiosyncratic sample of information, and based on personal (and 
therefore idiosyncratic) experience, he or she will connect the information to knowledge. If you 
do not want that kind of flexibility and creativity, then you might either have to change the 
objective or provide a decision aid that can help constrain the search and/or possible narratives. 

On the other hand, you may need idiosyncrasies (for example, a low intensity conflict such as 
guerrilla warfare where you do not know what to look for). In that case, you want to ensure (via 
training, decision aid design, or how information is presented) that you facilitate or take 
advantage of those idiosyncrasies. 

Because the focus is on how people use information rather than how they process 
information, there is a much more direct link between theory and application. The theory tells 
you what kinds of information content are possible and the ways in which that content can 
change. The theory also tells you in what situation and with what objectives you will see these 
changes. 

The framework, as specified in this report, is not developed enough to make this leap. 
The last main piece will be to turn descriptions of content and transformations into reliable 
measures of information content and transformations. However, the direct link is that the 
measures used to test the theory are the same measures used for application. If you can 
determine "how" people use "what" kind of information in a particular situation, you can begin 
to make predictions and design interventions. Controlling the type of information or the 
experience of the user can be accomplished without developing a detailed model of the cognitive 
processing involved. In fact, it is possible to fit current cognitive models to the framework 
without disrupting the momentum of application development within the pragmatic paradigm. 
However, there is a much greater burden of testing the theory against the real world in a domain 
for a pragmatic framework than for a processing framework. This approach cannot be addressed 
by domain-free laboratory tests of college undergraduates. One must look at the behavior of 
domain experts in situated, ecological, and naturalistic contexts. 

There are few frameworks within cognitive psychology for how people understand 
information, which take seriously the pragmatic view and address how information is used rather 
than how it is processed. Some discourse models, because of their concern with understanding 
and coherence, have some flavor of this perspective. Nonetheless, they rarely situate their 
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models in real world contexts. Both Bruner (1990) and Harre and Gillett (1994) have attempted 
to develop more pragmatic frameworks for the study of cognition and have even pointed to 
broadly sketched possible methodologies. Still, neither source has developed a concrete 
framework for predictions. 

One interesting model, borrowing from the comprehension literature, is Pennington and 
Hastie's (1993) explanation-based decision-making theory. They have applied the theory to how 
jurors sort evidence to reach a verdict. Their general theory takes seriously the particular domain 
in which the decision is being made. The reasoner's "model" ofthat domain influences the 

reasoning process. A juror (and presumably anyone making decisions outside his or her area of 

expertise) uses narrative story structures to give the evidence coherence and select the most 
plausible explanation or causal path. In fact, the framework corresponds to explanatory and 
diagnostic objectives as outlined here. 

Probably, the most extensively developed framework in this arena is the recognition- 
primed decision (RPD) model (Klein, 1993). The model has two components or decision-making 
modes. In the first mode, decision makers recognize important and salient features in the 
situation. This allows them to quickly identify expectations, a reasonable course of action, and 

what goals make sense. In a more complex, uncertain or dynamic situation, a second mode allows 
for dynamically seeking more information, rechecking expectations, and modeling (internally 
simulating) the courses of action that are selected. 

The RPD model is pragmatic because it is a framework for understanding naturalistic 
decision making. In fact, Klein's general framework for studying naturalistic decision making is 
compatible with our approach, including his questioning of the reliance on closed system type 
problems in psychology. Further, the RPD model can easily be linked to our paragon templates. 
However, the RPD model is merely a set of templates, without situated content. The major 
difference between the RPD model and our framework is that the RPD model focuses entirely on 
the information processing of experts in a domain rather than the information content and how 
people use that information content to meet an objective. As such, it will remain inadequate for 
decision aid design applications, because the focus will be on supporting purported thinking 
processes. It does not look at how the user needs to use information and important differences 
between users. 
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CONCLUSIONS 

This report reviewed approaches to problem solving (broadly defined) within cognitive 
psychology as a possible framework for looking at information production and how people give 
meaning to and understand information. This was a first step in a much longer term goal of being 
able to develop a framework that can improve training and guide the design of decision support 
technology for intelligence analysis or any other information production domain. 

Because our ultimate interests are applied, we found approaches in mainstream cognitive 
psychology limited in several important ways. First, the only mature and well-developed theory 
of problem solving applies primarily to well-defined and closed systems. Second, most cognitive 
theories concern themselves with the generic mechanisms of mental processing rather than with the 
content of what (information) is being processed. Third, because cognitive psychology relies so 
much on ill-situated, domain-free closed systems, they lack ecologically valid contexts that reveal 
how people actually use information. That is, there are too few pragmatics and too little concern 
with the objective of comprehension. 

Drawing upon social cognition and semiotics, we have proposed an alternate framework for 
understanding how people use information for information production. This framework 
emphasizes the content of information and the transformation ofthat content relative to the 
objectives ofthat domain. The framework highlights coherence in understanding, i.e., how the 
person makes sense of information relative to the domain and the domain objectives. The 
framework is thus also pragmatic and focusses on how people use information in particular 
situations to accomplish certain objectives. This framework also considers the importance of 
idiosyncrasies in understanding and giving coherence to information. Finally, because the 
framework emphasizes use of information relative to operational situations and objectives, it 
suggests that research needs to be situated in naturalistic or ecologically valid settings. 
Furthermore, research should focus on individuals in a domain rather than statistically removing 
idiosyncrasy in large group comparisons. 

The framework as presented here is a conceptual proposal. Future work will include 
evolving the framework by testing key concepts and hypotheses, detailing, and employing 
candidate measures of information content, and by "operationalizing" the framework. Nonetheless, 
assuming measurement and operationalization are achieved, we believe that the framework will lead 
to a better understanding of information use and close the gap between theory and application. 
Though this framework has been developed for and situated in the military intelligence domain, we 
believe that it will be equally valuable for other domains. However, an important implication of the 
framework is that it would have to be operationalized separately for each domain. 
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